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15.1 The problem with subgame perfe
tion

x9.C Beliefs and Sequential Rationality

Example 9.C.1 No subgame ex
ept for the whole game.
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There are two subgame perfe
t Nash equilibria.

3



Beliefs and Sequential Rationality

3 / 16

x9.C Beliefs and Sequential Rationality

Example 9.C.1 No subgame ex
ept for the whole game.

E/I F A

O 0;2 0; 2

In

1

�1;�1 3;0

In

2

�1;�1 2; 1

v

E

= 0

v

I

= 2

�1

�1

3
0

�1

�1

2
1

In

2

In

1

O

F F AA

x x

0

I

E

There are two subgame perfe
t Nash equilibria. However,

on
e player E enters, whether plays In

1

or In

2

, it is optimal

for player I to play A.
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x9.C Beliefs and Sequential Rationality

Example 9.C.1 No subgame ex
ept for the whole game.
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There are two subgame perfe
t Nash equilibria. However,

on
e player E enters, whether plays In

1

or In

2

, it is optimal

for player I to play A. Thus, (O;F ) is NOT 
onsistent with

the spirit of sequential rationality.
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x9.C Beliefs and Sequential Rationality

Figure 15.2 No subgame ex
ept for the whole game.
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There are two subgame perfe
t Nash equilibria. However,

on
e P1 enters (E), it is optimal for P2 to play A

irrespe
tive of Nature's 
hoi
e.
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15.2 Perfe
t Bayesian Equilibrium

De�nition 15.1 Let �

�

= (�

�

1

; : : : ; �

�

n

) be a Bayesian

Nash equilibrium pro�le of strategies in a game of

in
omplete information.

An information set is on the equilibrium path if given

�

�

and the distribution of types, it is rea
hed with positive

probability.

An information set is o� the equilibrium path if given

�

�

and the distribution of types, it is rea
hed with zero

probability.

De�nition 15.2

That is, for every information set h 2 H and every

de
ision node x 2 h, �(x) 2 [0; 1℄ is the probability that

player i who moves in information set h assigns to his

being at x, where

X

x2h

�(x) = 1;

for every information set h 2 H.

Player 2's belief (�(x

4

) = 1� �(x

3

))
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3

): Player 2's belief that he is at x

3

,
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4

): Player 2's belief that he is at x

4
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De�nition 15.2 A system of beliefs � of an

extensive-form game assigns a probability distribution over
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Requirement 15.1 Every player will have a well-de�ned

belief over where he is in ea
h of his information sets.

That is, the game will have a system of beliefs.

How do we determine the beliefs?
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If P1's strategy is (�
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), where

�

k

is the probability that he plays

E when he is k (k = C;W ),
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3
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+ (1� p)�

W

:
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If P1's strategy is EO, �(x

3

) = 1.

If P1's strategy is (�

C

; �

W

), where

�

k

is the probability that he plays

E when he is k (k = C;W ),

�(x

3

) =

p�

C

p�

C

+ (1� p)�

W

:

Requirement 15.2 Let �

�

= (�

�

1

; : : : ; �

�

n

) be a Bayesian

Nash equilibrium pro�le of strategies. We require that in

all information sets beliefs that are on the equilibrium path

be 
onsistent with Bayes' rule.
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E when he is k (k = C;W ),
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3

) =
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If P1's strategy is (�

C
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W

) = (0; 0) (that is, OO), the

information set of P2 is o� the equilibrium path.
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C
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W

) = (0; 0) (that is, OO), the

information set of P2 is o� the equilibrium path.

Requirement 15.3 At information sets that are o� the

equilibrium path, any belief 
an be assigned.
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Requirement 15.2 In all information sets beliefs that are

on the equilibrium path be 
onsistent with Bayes' rule.

Requirement 15.3 At information sets that are o� the

equilibrium path, any belief 
an be assigned.
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If P1's strategy is (�

C
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W

), where

�

k

is the probability that he plays

E when he is k (k = C;W ),

�(x

3

) =

p�

C

p�

C

+ (1� p)�

W

:

Requirement 15.2 In all information sets beliefs that are

on the equilibrium path be 
onsistent with Bayes' rule.

Requirement 15.4 Given their beliefs, players' strategies

must be sequentially rational. That is, in every information

set, players will play a best response to their beliefs.
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Def. Expe
ted utility E[v

i

(�

i

; �

�i

; �

i

)jh; �℄

Player i's expe
ted payo� starting at his information set h

if the belief is given by �, if player i follows �

i

and others

follow �

�i

, and if his type is �

i

.

�(h): the player who moves at information set H.

Def. 9.C.2 A strategy pro�le � of an extensive-form

game is sequentially rational at information set h given

a system of beliefs � if 8^�

�(h)

2 �(S

�(h)

),

E[v

�(h)

(�

�(h)

; �

��(h)

; �

i

)jh; �℄

� E[v

�(h)

(^�

�(h)

; �

��(h)

; �

i

)jh; �℄:

A strategy pro�le � is sequentially rational given �, if � is

sequentially rational at any information set h given �.
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Cal
ulation of expe
ted utility E[v

i
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1
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Pr(xj�): Prob. of rea
hing a node x given play of �.

Pr(xjh; �) =

Pr(xj�)

P

x

0

2h

Pr(x

0

j�)

: Cond. Prob. of being at x

given that � and the play rea
hed h.
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hing a node x given play of �.

Pr(hj�) =

P

x2h

Pr(xj�): Prob. of rea
hing an

information set h given play of �.

Pr(xjh; �) =

Pr(xj�)

P

x

0

2h

Pr(x

0

j�)

: Cond. Prob. of being at x

given that � and the play rea
hed h.

Pr(yjh

y

; �) =

Pr(yj�)

Pr(h

y

j�)

=

�

1

(L)�

2

(a)

�

1

(L)�

2

(a) + �

1

(L)�

2

(b)

=

�

2

(a)

�

2

(a) + �

2

(b)

:

y �y

�xx

l

r

l

r

b baa

L

R

M

P

1

P

2

P

1

25



Update of Beliefs

8 / 16

Pr(xj�): Prob. of rea
hing a node x given play of �.

Pr(hj�) =

P

x2h

Pr(xj�): Prob. of rea
hing an

information set h given play of �.

Pr(xjh; �) =

Pr(xj�)

P

x

0

2h

Pr(x

0

j�)

: Cond. Prob. of being at x

given that � and the play rea
hed h.

Pr(yjh

y
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(weak) Perfe
t Bayesian

Equilibrium

9 / 16

Def. A system of beliefs � is (weakly) 
onsistent with � if

for all information set h with Pr(hj�) > 0 and all x 2 h,

�(x) = Pr(xjh; �).

De�nition 15.3 A Bayesian Nash equilibrium pro�le �

�

together with a system of beliefs � 
onstitutes a (weak)

perfe
t Bayesian equilibrium for an n-player game if

1. �

�

is sequentially rational given � (Req. 15.4).

2. � is weakly 
onsistent with �

�

(Req. 15.1-3).
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De�nition 15.3 A Bayesian Nash equilibrium pro�le �

�

together with a system of beliefs � 
onstitutes a (weak)

perfe
t Bayesian equilibrium for an n-player game if

1. �

�

is sequentially rational given � (Req. 15.4).

2. � is weakly 
onsistent with �

�

(Req. 15.1-3).

Prop. 9.C.1 A strategy pro�le � is a Nash equilibrium of

� i� there is a system of beliefs � su
h that

1. � is sequentially rational given � at all information

sets h su
h that Pr(hj�) > 0,

2. � is weakly 
onsistent with �.
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De�nition 15.3 A Bayesian Nash equilibrium pro�le �

�

together with a system of beliefs � 
onstitutes a (weak)

perfe
t Bayesian equilibrium for an n-player game if

1. �

�

is sequentially rational given � (Req. 15.4).

2. � is weakly 
onsistent with �

�

(Req. 15.1-3).

Prop. 15.1 If a strategy pro�le �

�

is a Bayesian Nash

equilibrium of a Bayesian game �, and if �

�

indu
es all the

information sets to be rea
hed with positive probability,

then �

�

, together with the belief system �

�

uniquely

derived from �

�

and the distribution of types, 
onstitutes

a perfe
t Bayesian equilibrium for �.
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Example 9.C.1 Sin
e A is a stri
tly dominant strategy,

whatever � is, only A is sequentially rational. Nash eq.

(O;F ) is NOT a weakly perfe
t Bayesian equilibrium.

E/I F A

O 0;2 0; 2

In

1

�1;�1 3;0

In

2

�1;�1 2; 1

v

E

= 0

v

I

= 2

�1

�1

3
0

�1

�1

2
1

In

2

In

1

O

F F AA

x x

0

I

E

Given that E 
hooses �(O) = 1, there is NO requirement

for the belief of I. However, for any �, A is a stri
tly

dominant strategy.
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Example 9.C.3 (
 > �1, 
 6= 0)

v

E

= 0

v

I

= 2

�1

�1

3

�2




�1

2
1

In

2

In

1

O

F F AA

x x

0

I

E

�

I

(F )�(�1)+(1��

I

(F ))�3 = �

I

(F )�
+(1��

I

(F ))�2:

�

I

(F ) = 1=(
 + 2); E[v

E

(�

I

; In

1

)j�℄ = (3
 + 2)=(
 + 2):

� If 
 � �2=3, �

E

(O) = 0, �

E

(In

1

) = 2=3, �

E

(In

2

) = 1=3:
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�

I

(F )�(�1)+(1��

I

(F ))�3 = �

I

(F )�
+(1��

I

(F ))�2:
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I
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�

I

(F ) = 1=(
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I

; In

1

)j�℄ = (3
 + 2)=(
 + 2):

� If 
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E
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E
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1
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E

(In

2
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Strengthening the wPBE 
on
ept (9.C.4)

�(a) = 1=2; �(b) = 1=2; �(
) = 9=10; �(d) = 1=10:

The arrows in the �gure indi
ate the strategies.

2

10

2

10

0
5

5
2

0
5

5

10

Nature

P

1

P

2

1=2 1=2

x

y

x

y

rr ll

ba


 d

No restri
tions at all are pla
ed

on beliefs o� the equilibrium

path (see Req. 15-3).

However, �(
) = 9=10 seems to

be stru
turally in
onsistent.
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Strengthening the wPBE 
on
ept (9.C.5)

�(a) = 1; �(b) = 0:

The arrows in the �gure indi
ate the strategies.

AF

F A AF

InO

v

E

= 0

v

I

= 2

�3

�1

1

�2

�2

�1

3
1

E

E

Ia b

E/I F A

F �3;�1 1;�2

A �2;�1 3;1

No restri
tions at all are pla
ed

on beliefs o� the equilibrium

path.

This out
ome is NOT a SPNE out
ome.
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De�nition 15.4 A system of beliefs � is 
onsistent with �

if there is a sequen
e f�

k

g

1
k=1

of total mixed strategies

su
h that

1. lim

k!1

�

k

= �, 2. � = lim

k!1

�

k

;

where for all k, �

k

is the system of beliefs derived from �

k

by Bayes' rule.

De�nition 15.5 A pair (�; �) of strategy pro�le and

system of beliefs is a sequential equilibrium if

1. � is sequential rational given �.

2. � is 
onsistent with �.

Prop. 9.C.2 In every sequential equilibrium (�; �) of �

E

,

a strategy pro�le � is a subgame perfe
t Nash equilibrium

of �

E

50



Sequential equilibrium

14 / 16

De�nition 15.4 A system of beliefs � is 
onsistent with �

if there is a sequen
e f�

k

g

1
k=1

of total mixed strategies

su
h that

1. lim

k!1

�

k

= �, 2. � = lim

k!1

�

k

;

where for all k, �

k

is the system of beliefs derived from �

k

by Bayes' rule.

De�nition 15.5 A pair (�; �) of strategy pro�le and

system of beliefs is a sequential equilibrium if

1. � is sequential rational given �.

2. � is 
onsistent with �.

Prop. 9.C.2 In every sequential equilibrium (�; �) of �

E

,

a strategy pro�le � is a subgame perfe
t Nash equilibrium

of �

E

51



Sequential equilibrium

14 / 16

De�nition 15.4 A system of beliefs � is 
onsistent with �

if there is a sequen
e f�

k

g

1
k=1

of total mixed strategies

su
h that

1. lim

k!1

�

k

= �, 2. � = lim

k!1

�

k

;

De�nition 15.5 A pair (�; �) of strategy pro�le and

system of beliefs is a sequential equilibrium if

1. � is sequential rational given �.

2. � is 
onsistent with �.

Prop. 9.C.2 In every sequential equilibrium (�; �) of �

E

,

a strategy pro�le � is a subgame perfe
t Nash equilibrium

of �

E

52



Example

15 / 16

Ex. 9.C.4 Re
onsidered

Let (�; �) be a sequential equilibrium. Let �

k

! �.

8k, �

k

(a) =

1
2

and �

k

(
) =

0:5�

k

1
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=
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